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Our key contributions are: 

• By simple fine-tuning WITHOUT any additional modules or methods for segmentation 

AND detection our approach shows similar or stronger performance than previous works. 

• New SOTA performance on Cityscapes, ACDC and synthetic-to-real benchmarks and 

proposing new real-to-real and synthetic-to-real evaluation scheme

Real-to-Real DG

Geben Sie hier eine Formel ein.

SOTA-Level

Domain Generalization (DG)

+ No target data/knowledge required

+ Generalization across multiple unknown domains

Previous Ours

→PREVIOUS approaches require 

complex methods or modules

→Ours only relies on fine-tuning a 

strong vision-language pre-

trained backbone

Performance 

Drop by 

Domain 

Shift

→Vision-Language pre-training performs significantly better 

than vision-only and benefits from large-scale text-image 

datasets

→Competitive to SOTA and significantly 

better than other, more complex works

New SOTA

New SOTA New SOTA

Layer Freezing

Pertubations

→ Freezing earlier 

layers decreases 

performance

→ Significantly more 

robust against 

pertubations but 

similar trend

→ On par with SOTA for ResNet-

101 for object detection, SOTA 

with EVA-backbone

→ Signifcantly enhanced real-to-

real generalization

→Enhanced in-domain 

performance
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